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Digital applications are becoming a standard part of the diagnosis, treatment, support of people dealing with
mental health issues. While doing this they can potentially generate and use significant amounts of data about
the user, their state, and their behaviour. Statistical models based on this data are likely to be used for a range
of purposes, ranging from prediction of patient outcomes, to personalization of treatment. With such models,
there comes a risk of introducing problems of inequality and bias. As unfair systems which lead to worse
health outcomes for some groups of people have long existed in healthcare, such bias may emerge due to the
historical data used to create models. Addressing fairness in the design of digital mental health tools requires
a clear framework for defining and assessing fairness. In this paper we will categorise fairness definitions as
applied in digital mental health. We move away from the existing models of grouping definitions based on
likeness of measurement and towards a model of grouping based on likeness of design goal for a system. We
propose three categories for fairness definitions that are reflective of healthcare concerns. We divide fairness
definitions into the categories based on; 1) those that assume equal impact of error across users, 2) those that
assume a homogeneous demographic, and 3) those that have a scope beyond the immediate decision. We then
apply this categorisation to an existing case study.
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1 INTRODUCTION
Providing accessible and efficient mental heath support is an important goal within modern
healthcare systems. Digital Health approaches are increasingly seen as an important strategy
to augment traditional approaches to treatment. Approaches such as low intensity, internet based
cognitive behavioral therapy (iCBT) have been demonstrated to be effective at improving health
outcomes [33, 43]. Digital interventions can be used exclusively by clients, by clinicians, or by clients
with clinician support. Existing examples of applications under these models include longitudinal
psychological screening [14], supporting treatment [26], and medical history analysis [39].

While such applications can gather outcome data, they can also gather data regarding engagement
with the intervention [30], or user behaviour [1, 5]. Some of this data is unique to digital delivery and
would not be gathered during an exclusively face to face treatment. This data can be incorporated,
where appropriate, in the guidance of medical treatment decisions with positive improvements to
diagnosis and treatment [42]. This has led recent work in the health field to investigate the value
of using Machine learning (ML), which can take data at this scale and produce statistical models to
predict or guide healthcare decision making [38].

2 MACHINE LEARNING AND DIGITAL MENTAL HEALTH
The majority of ML analysis in healthcare has focused on anomaly detection in medical imagery (e.g.
tumour detection in breast cancer imagery) [9, 23, 27].Within mental health, researchers have begun
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to explore the value of ML techniques [38]. Topics addressed have included diagnostic guidance
in clinical depression [32], the prediction of the onset of mental illnesses [37], identification of
patients off track for treatment progression [13], momentary interventions [4], and the prediction
of bouts of negative emotions among otherwise healthy users [19].

It is important to be aware that ML is a broad term that includes a range of different algorithmic
approaches to the analysis of data. This data can can be categorical (e.g. sex, scores of psychometric
scales, time between or since medical visits, family history, etc.) or in a form that is continuous (e.g.
application usage behaviour, text mood logs, movement patterns, etc.). It is possible to incorporate
data into a ML model that would not be included in an analog clinical decision making process
due to it’s scale or the time required to analyse it manually. The inclusion of these variables does
not mean that they will be given weight in the process, but does allow for the identification of
potentially overlooked, medically relevant trends.
Randomised Control Trials are seen as being the most appropriate benchmark to use when

measuring the efficacy of a health treatment [7]. However, fewMLmodels have seen such validation
with real patients, and limited examples exist of ML adoption within medical environments [35].
Most ML studies in healthcare tend to be experimental, retrospective, and isolated from the larger
workflow that exists in the healthcare system.

Machine learning models typically take historical data as ground truth. Predictions are then made
based on models created using this data. If this historical data contains examples of discriminatory
decisions, then the model created will be discriminatory. An example of this is the historical
under-diagnosis of mental health issues in children with a minority background [24]. Also, if the
data does not accurately represent the full range of patient demographics, then the baseline for
normative data will be skewed towards the attributes of the over-represented group (e.g. lack of
gender diversity in biomedical research [44]). This historical bias, and biases that are created by
lack of representation are two ways that data can lead to unfair outcomes [28]. As the growing
potential for ML adoption becomes clearer, analysing how it can be deployed into the real world
safely and fairly has become a significant area of research [28].

2.1 Fairness in Healthcare
As unfair systems in healthcare can lead to significantly poorer patient outcomes [2, 3, 18, 36, 44],
the need for methods for ensuring fairness in healthcare is clear. However this domain raises unique
and complex challenges; Healthcare has documented issues of inequality of treatment [2, 18, 36] as
well as a history of intentional trade-offs to gain efficiency at the cost of fairness [34]. Given this
background, as well as the high-stakes nature of diagnosis and treatment, there needs to be a clear
understanding of what is meant by fairness in order to identify and minimise biases in healthcare
software.

Introducing measures of fairness into Healthcare is complex as the same treatment can contribute
towards different outcomes depending on the patient. Some patients may follow a course of
treatment where the outcome for them is improved symptom management and for other patients
the outcome of the same treatment may be full remission. This can be thought about as equality vs
equity. A system that is focused on ensuring the patients are treated the same is concerned with
equality (e.g. ensuring equal accuracy of diagnosis). This is distinct from a system that focuses on
long term patient outcomes, referred to as equity (e.g. varying the treatment plan to achieve equal
outcomes for different groups of people). In any practical patient experience with a sufficiently
complex healthcare process, both equality and equity will be important at different times. Using
a fairness definition that looks at the equality of the immediate treatment where the long term
equity of the treatment process is more important will lead to seemingly equivalent patient care
but unequal long term outcomes.
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There should also be an awareness of the limitations of using metric driven approaches in
medicine. These measures are derived from the comparison of correct vs incorrect outcomes. For
example, assessments based on comparing the sum of Type 1 errors, referred to in the Machine
Learning literature as False Positives, presupposes that the overall impact of Type 1 errors is
equitable between groups [6]. In healthcare this is not true as misdiagnosis or incorrect treatment
guidance can have a disproportionate impact onmarginalised groups [24]. Because of these concerns,
definitions of Fairness that use equality or conditional equality of false positives may not be
appropriate in areas with divergent long term outcomes for similar decisions.
A number of frameworks for fairness have been proposed that aim to bridge the gap between

mathematical performance and real-world impact; These include the AI Fairness Checklist [25]
which guides an organisation through a fair co-design process, and Mitchell et al [29], who elaborate
on the decisions inherent to the design of tailored systems. Both of these depend on proactive
planning and management in the analysis of fairness concerns.

2.2 Fairness in Digital Mental Health
In digital mental health, the generation of large data-sets and possibilities to directly deploy ML
tools make it an area with a lot of potential for personalized delivery of treatment. However the
creation of "intervention-generated inequalities" [40] is possible in all areas of healthcare, and as
personalized DMH tools scale, so will these risks.

Fairness considerations exist in all aspects of mental health support, however one of the benefits
of the digital mental health environment is that there is potentially less scarcity of resources to
allocate. In other aspects of support, limited availability of clinician time or places on programs may
impose strong constraints. While no digital application can scale indefinitely without additional
engineering and organizational processes, the allocation of digital support to one person will
typically have a low impact on the availability of this resource to others. A prerequisite for analysis
of fairness with respect to demographics is having the demographic information. Traditionally this
has only been part of the data-set used in digital health applications when directly relevant to the
goal of the intervention due to the sensitive nature of the data. Thus a potential design tension
exists between data minimisation strategies to protect privacy, and ensuring fairness.

3 DEFINITION ANALYSIS OF FAIRNESS FOR DIGITAL MENTAL HEALTH
In the 2018 systematic review of fairness definitions "Fairness definitions explained"[41], Verma and
Rubin detail 20 different definitions (Appendix Table 1) broken into 3 categories. These categories
comprise Statistical measures, Similarity-based measures, and Definitions based on causal reasoning.
Designers working on applications that leverage ML face the challenge that definitions are grouped
based on the mathematical origin or interpretability, not by what they actually mean to end users.
Definitions of fairness can be contradictory and, as the field continues to expand and definitions
are refined, it will be part of the engineering and design process to decide what it will mean for
particular software applications.

In order to help designers to understand the meaningful impact a fairness definition will have on
their users we propose categorising definitions based on the requirements and expectations of the
users. By focusing on design requirements for definitions, such an approach could provide some
meaningful distinctions of relevance to the design of digital health applications.

Error Aware. Error aware definitions are those that compare error rates between demographic
groups. For the design of some medical applications, errors are not equal. Failing to detect a medical
issue (a false negative (FN)) is not the same as incorrectly suggesting there is one when there is not
(a false positive (FP)); In the same way, failing to detect depression in a vulnerable patient is not
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the same as failing to detect depression in a patient with a strong support network; Both are false
negatives but they are not equal to each other. In some areas of healthcare we may aim for equal
error rates, such as the ability to parse a physical medical record and a digital medical record for
relevant information. Error aware definitions are needed when the designers of a process feel that
the focus should be on achieving similar error rates for different groups (rather than on the impact
of errors), and that these errors should be minimised.

Demographic aware. Demographic aware definitions are those that examine the performance of
a process for different demographic groups. For example, those that compare the sum of positive
results between demographic groups, or expect the demographic proportions of the cohort receiving
positive results to reflect a population. In some medical decisions we do not expect equal levels of
occurrence between different groups; Among refugees we might expect to see higher occurrence
levels of PTSD compared to the broader population, for example. We may also want to take
demographics into account to ensure equitable access to resources; for example, ensuring that
people within different regions have similar access to primary healthcare facilities. Demographic
aware definitions are needed when the designers of a process feel that all demographic groups
need to be represented equally or proportionally in an outcome or decision.

Impact Aware. Impact Aware definitions are those that incorporate the long term impact a
decision can have on a person. In medicine the same treatment can lead to a different long term
impact for different patients or groups of patients. This is common in medication prescription
where different quantities or types of medication may be suggested based on age or body type for
the same issue. In these cases the treatment is different but the long term impact is the same. In
cognitive behaviour therapy patients may start the same program but where one might achieve
recovery for another it may serve to avoid deterioration. In these cases the treatment is the same
but the long term impact is different. Impact aware definitions are needed when the designers of a
process expect patients to be given different decisions but build towards the same long term impact.
Taking existing definitions of fairness [41] it is possible to identify which meet these criteria

(Appendix Table 1).

4 SCENARIO ANALYSIS OF FAIRNESS FOR DIGITAL MENTAL HEALTH
We apply these categories to an existing scenario of ML in mHealth by way of illustration, and
with the goal of exploring the issues involved.

4.1 Scenario - ML analysis of Support communications to clients doing CBT modules
4.1.1 Scenario Description. AnMLmodel was used to identify the types of clinical supportmessages
that had the greatest impact on clients using an online mental health intervention [10]. Based on
their messages, supporters were clustered into groups identified as having a high, medium, and low
impact on a set of defined patient healthcare outcomes. The text used in messages from supporters
was then analysed for linguistic markers. This workflow is mapped in figure 1.

4.1.2 Appropriate Fairness models. As this work is looking at improvement of an existing process
rather then the tailoring of behaviour, there are no between group comparisons inherent to the
research. Instead we can define fairness from the point of view of the individuals being acted on, in
figure 1 these are identified as s1.1, the supporter, and s1.2, the client.

The inputs to the ML model are clinical outcomes at the client level (outcome change over time)
and at the message level (outcome changes following messages). The model then groups supporters
into clusters, based on the impact they have had on client outcomes. For the supporter (s1.1), the
decision to group a them into one cluster does not have any long term impact. As such an Impact
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Fig. 1. Simplified flow of data inputs and parameters

aware definition of fairness is not required for the analysis of the effect on s1.1. There is no expected
demographic divergence in the clustering, as we would not expect any one demographic group to
have a higher or lower impact. As such a definition of fairness does not need to be Demographic
aware.

It is possible that the measurement of change of s1.2 well-being may have lower level of accuracy
for members of demographic groups due to cultural norms in the treatment or reporting of mental
health concerns. This would lead to certain demographics being over or underrepresented in the
high impact cluster leading to the later psycho-linguistic analysis being weighted closer to the
normative styles of communication of a given demographic group. Assuming that clients are
randomly assigned to supporters then regression to the mean will offset this concern, however it
is a possible bias in the data. As such we need to ensure an accuracy focused definition of error
awareness is met.

The second agent in the model is the client receiving messages (s1.2 in figure 1). As the model is
not clustering the clients, there is less chance for misrepresentation or over-representation of a
cohort. However, this assumes the gathered clinical data do not contain any biases. If, for example,
one of the scales used in this analysis has lower accuracy for a given demographic, then historical
bias may be present in the input data-set, and could have an effect on the model outputs. For this
reason an Error aware definition is appropriate.

4.1.3 Discussion. As this machine learning model is focused on improvement of an existing
treatment process, and does not involve the tailoring or distinguishing of user groups, there are
limited Demographic or Impact fairness issues concerning its use and deployment. Regardless of the
presence of demographic data from supporters, the possibility of data bias still exists due to proxy
variables. Based on this the requirement for an Error Aware definition of fairness is clear. As data
collected directly from supporters is not used in the clustering of the model then certain conditions
for fairness, (e.g. Fairness through unawareness (ID 15 Appendix - Table 1), are already met. The
scenario detailed here would have had different fairness concerns had the machine learning model
clustered the messages instead of supporters. This approach would have had significantly greater
fairness concerns as demographic and outcome aware definitions would be needed to design for
equitable treatment of different demographic groups.

5 CONCLUSION
Researching and proposing fairness models for the design of digital mental health now will support
the design of applications that work for everyone. In this short paper we have considered the issue
of fairness within the context of digital mental health, and some of the challenges specific to this
domain. We have proposed a categorisation of fairness models which is oriented towards design,
and explored this through a case study.
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A DEFINITIONS FROM "FAIRNESS DEFINITIONS EXPLAINED"

Fairness Name ID Explanation Error Aware Demo Aware Impact Aware

Statistical Parity [15] 1 Statistical Parity is an algorithmic definition and
seeking likelihood of a "positive" outcome is the
same for those with Protected Attributes as unpro-
tected.

N Y Y

Conditional Statistical Parity
[12]

2 Conditional Statistical Parity is an algorithmic def-
inition that extends the statistical parity metric to
allow fluctuations in likelihood if there is "Legiti-
mate factors"

N ! Y

Equal Opportunity [11] 3 Predictive Parity is an algorithmic definition that
looks at actual results and defines fair as equal Pos-
itive Predictive Value (PPV) between all Groups.
Positive Predictive Value is the likelihood of a posi-
tive prediction to be accurate (True positives / True
positives + False positives).

Y N N

False Positive Error Rate [11] 4 False Positive Error Rate is an algorithmic defini-
tion that looks at actual results and defines fair as
equal False Positive Rate (FPR) between all Groups.
False Positive Rate is the likelihood of a nega-
tive prediction to be given, incorrectly, as positive
(False positives/False positives + True Negative)

Y N N

False Negative Error Rate [11] 5 False Negative Error Rate is an algorithmic defini-
tion that looks at actual results and defines fair as
equal False Positive Rate (FNR) between all Groups.
False Negative Rate is the likelihood of a nega-
tive prediction to be given, incorrectly, as positive
(False Negative /False Negative + True Positive)

Y N N

Equalised Odds [17] 6 Equalised Odds is an algorithmic definition that
combines False Positive Error Rate and Equal Op-
portunity definitions that looks to ensure that the
PPV and FPR rate are equal across demographic
groups.

Y N N

Conditional Use Accuracy
Equality [6]

7 Conditional Use Accuracy Equality is an algorith-
mic definition, similar to Equalised Odd, it fo-
cuses on equal levels of positive predictive value
(TP/ TP+ FP) and Negative Predictive Value (TN /
TN+FN) across demographic groups.

Y N N

Overall Accuracy Equality [6] 8 Overall Accuracy Equality is an algorithmic def-
inition that focuses on accurate of the true posi-
tive and true negative results across demographic
groups (TP = TP, TN = TN)

Y N N

8

https://doi.org/10.1186/1471-244X-14-76
https://doi.org/10.1093/jamia/ocy052
https://doi.org/10.1145/3194770.3194776
https://doi.org/10.1136/bmj.l886
https://doi.org/10.4088/PCC.17r02196
https://doi.org/10.7554/eLife.56344


Fairness Definitions for Digital Mental Health Applications CHI ’21, May 08–09, 2021, Online

Fairness Name ID Explanation Error Aware Demo Aware Impact Aware

Treatment Equality [6] 9 Treatment Equality is an algorithmic definition
that looks at errors as the standard for parity. If
FP and FN are equal between these groups then
fairness is met

Y N N

Test-fairness or calibration
[17]

10 Test-fairness is both an algorithmic and outcome
based definition that looks at both the positive pre-
dictive value as being equal across all groups and
that the fraction of correct positive prediction be-
ing the same in all groups.

Y Y N

Well-Calibration [21] 11 Well-Calibration is an algorithmic definition of
fairness that extends Equal Opportunity (Predic-
tive Parity) to include the likelihood of receiving
a positive score should be identical for all.

Y Y N

Balance for Positive Class [21] 12 Balance for Positive Class is an algorithmic defini-
tion that looks for an equal TP between groups.

N Y N

Balance for Negative Class
[21]

13 Balance for Negative Class is an algorithmic defi-
nition that looks for an equal TN between groups.

N Y N

Causal discrimination [16] 14 Causal discrimination is a similarity based defini-
tion that looks at specific causal attributes. The de-
cision should be that same for any two subject with
the same attributes.

N N N

Fairness through unaware-
ness [8]

15 Fairness through unawareness is a conceptual
frame for decision making models the act where
any Protected Variables are intentionally exclud-
ing from the model. This could be done at the pre
processing stage.

N N N

Fairness through awareness
[15]

16 Fairness through awareness is a conceptual frame
for decision making models which includes the
context of the wider social and historical ecosys-
tem to ensure historic patterns of bias are not re-
flected. Protected variables cannot be excluded. It
extends statistical parity to includeminimising dis-
tance between subsets within demographics.

N Y N

Counterfactual Fairness [22] 17 Counterfactual Fairness is an algorithmic defini-
tion that focuses on taking a result from a model
and considering it fair if the result is the same
when the Protected Variables are changed.

N Y N

No unresolved discrimination
[20]

18 No unresolved discrimination is a graph based fair-
ness definition that looks to ensure that there are
"resolving nodes" between a Protected Node and
the decision node. A resolving node is one that is
influenced by a Protected Variable but not in a way
that moves away from the otium outcome.

N N !

No proxy discrimination [20] 19 No proxy discrimination is a conceptual definition
and acts as an augmentation to other forms of fair-
ness that is true if there is no path between a proxy
variable node and the decision node when repre-
sented on a causal diagram.

N N !

Fair Inference [31] 20 Fair Inference is a graph based fairness definition
and is similar to "No unresolved discrimination".
It focuses on groups of nodes and vertices that it
refers to as "legitimate" or "Illegitimate". Fair infer-
ence is satisfied if no Illegitimate paths are used to
reaching the decision.

N N !

Table 1. Parent Table of definition Summary
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