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This paper examines the development of an artificial intelligence (Al) driven chatbot built in a partnership between the Centre
for Addiction and Mental Health (CAMH) and the University of Toronto to aid users with smoking cessation. The bot is
programmed using motivational interviewing (MI) treatment techniques to substitute for a human clinician. This paper
examines how the transposition of a behavioral intervention chatbot into this clinical role creates unique challenges in
appraising trust in the relationship. Through evaluating two taxonomies of trust and a pilot study of the smoking cessation
chatbot itself, new concerns for gauging trust when embodied human ability is translated into a disembodied digital space will
be proposed. Four attributes were considered as particularly important to evaluating new trust challenges for behavioral
intervention chatbots: (1) predictability, (2) expert knowledge, (3) clinical context, and (4) human experience.
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1 INTRODUCTION

As the data sets driving conversational user interfaces (CUIs) have advanced, there has been growing interest
in utilizing these technologies beyond the transactional exchanges of virtual assistants. Researchers for the
Centre for Addiction and Mental Health (CAMH) in collaboration with the authors and University of Toronto
computer science faculty and students are currently developing a chatbot aimed to assist users with smoking
cessation. This chatbot leverages the robust Generative Pre-trained Transformer 3 (GPT-3) autoregressive
language model and other natural language processing (NLP) technologies such as GPT-2 and BERT. By
adapting the counselling approach of motivational interviewing (Ml), the artificial intelligence (Al) driven chatbot
is intended to provide an accessible alternative to an appointment with a trained therapist. This paper examines
how the transposition of a chatbot into this clinical role creates unique challenges in appraising trust within the
relationship. Current taxonomies of trust are often designed exclusively for human-human [12] or human-
machine interaction [19], leaving little affordance for technologies intended to directly emulate empathetic
domains of experience. Through evaluating these taxonomies and a pilot study of the smoking cessation chatbot
itself, this paper will propose new concerns for gauging trust when embodied human ability is translated into a
disembodied digital space.

1.1 Motivational Interviewing

The CAMH chatbot project poses that most habitual smokers have contradictory feelings about the act of
smoking, yet their motivation to quit is limited [6]. Smokers are a perennially hard-to-reach target group that are
notoriously unwilling to seek counselling for their addictions [6]. As described in previously published work on
this project [1][2], practitioners that can perform these clinical interventions are scarce and financially
inaccessible for many. As such, the primary goal of the smoking cessation bot is to reach individuals bereft of
the opportunity to engage in-person with counsellors.

The chatbot is programmed using Ml techniques [1][2]. Ml is a client-centred style of psychotherapy that
focuses on encouraging clients to voice their own motivations for behavioural change [14]. Developed by William
Miller in the late 80s, MI privilege client rather than counsellor-guided treatment sessions [14]. In the context of
smoking cessation, a M| session would involve the therapist asking the patient open-ended questions regarding
their health, social relationships, and personal history to determine their motivation for quitting. The ideology of
MI revolves around four guiding elements (partnership, acceptance, compassion, and evocation) and four major
skills (open-ended questions, affirmations, reflections, and summaries) [13][14]. The current version of the
chatbot uses a highly distilled version of the MI method, asking participants to list and then elaborate on positive
and negative rationales for smoking using a text-based interface. Future work by the team seeks to enhance
the capacity of the chatbot to provide more accurate reflections and affirmations [1][2].

Miller and Rollnick advocate that Ml is not a “technique” predicated on a “relatively simple operation”; rather,
it is a complex “clinical or communication method” that requires “considerable practice over time” [14], pp.131].
MI, consequently, is neither a profession nor a procedure, but a constantly evolving practice. As summarized
by addiction psychology scholar, Steve Allsop, Ml cannot simply be “reduced to a bag of techniques or tricks”
[14], pp.343]. Thus despite the question-and-answer formularity of Ml adapting well to traditional computational
logics, the need for a honed experiential skillset puts into question how a computer can competently perform
the role of an MI counsellor. Furthermore, the adoption of such an empathetic, human-centric role causes the
smoking cessation chatbot to occupy a liminal space in regard to expectations and appraisals of trust. In the



following sections, this paper will explore how current taxonomies of trust specific to humans and machines fail
to account for the advent of chatbot-as-therapist.

2 TAXONOMIES OF TRUST

The development of taxonomies to evaluate trust in human relationships has been a longstanding ambition
within the social sciences [3][4][9][11]. As human beings have entered close working relationships with
autonomous systems in the late twentieth century, a parallel discourse has developed in the field of computer
science [7][16][18][22]. Although both such taxonomies share a mandate of discerning how effective
relationships are forged between two actors, a clear delineation is generally made between human-human
relationships (grounded in benevolence) and human-computer interactions (grounded in reliability). This
delineation consequently complicates the appraisal of trust in machines intended to emulate human empathy
and experiential spheres of knowledge.

To illustrate this complication, we have developed a table contrasting two representative trust taxonomies
(see Appendix, Table 1). The first taxonomy, developed by McKnight et al. [12], draws from the disciplines of
psychology and sociology to establish three categories of trust within human interpersonal relationships:
dispositional trust, interpersonal trust, and institutional trust. The second taxonomy, developed by Schaefer et
al. [19], similarly relies on a tripartite model of trust for developing synergistic human-machine interaction:
human-related factors, partner-related factors, and environment-related factors. These two taxonomies were
chosen for their inclusion of extensive literature reviews of trust in their respective fields. Using the table, we
engage in a comparative analysis between these two models to discern not only shared attributes between
human-human and human-computer taxonomies of trust but also conflicting attributes.

3 UNIQUE TRUST BOT ATTRIBUTES

Using the conflicting attributes established in Table 1, we have established four specific unique trust
considerations for the smoking cessation chatbot: predictability, expert knowledge, clinical context, and human
experience. Throughout the next section, we will examine how these considerations problematize the
application of common models of trust to appraise an artificially intelligent counsellor, both within the context of
the CAMH project and towards autonomous systems intended to emulate common domains of human empathy
and experience.

3.1 Predictability

Concerns of unpredictability closely align between interpersonal trust and partner-related factors on the table.
MI itself is an intervention that relies on gradual, non-disruptive change [14], framing unpredictable questions
that cause a patient to “deny and minimize” a problem as methodologically unsound [14]. The positioning of the
chatbot as a motivational interviewer consequently complicates its adherence to either a purely human- or
machine-focused appraisal of unpredictability. Pragmatically, unpredictability can always be attributed to
shortcomings within the algorithmic logic of GPT-3; however, many subtle technical errors (such as overbearing
questions or miscategorization of problems) more closely resemble a lapse of expert knowledge. In these
instances, unpredictability may not be attributed to malfunction but rather the general efficacy of Ml as a
treatment method. The fluidity in which moments of unpredictability are categorized by the user, often on an
error-by-error basis, complicates the chatbot’'s adherence to any single taxonomy of trust.



3.2 Expert Knowledge

As the CAMH smoking cessation chatbot is designed to stand in for a trained MI therapist, it becomes the
gatekeeper of expert knowledge previously held by a specialist and/or institution. The patient’'s propensity to
accept the chatbot’s expert knowledge comes not only from MI as a clinical practice, but from the technical
capabilities and design affordances to allow the chatbot to ethically and competently carry out its therapeutic
intervention. A hybrid taxonomy of trust that bridges interpersonal and partner-related categories (see Appendix
- Table 1) is therefore necessary in our analysis of the project. The chatbot is tasked with simultaneously
demonstrating expert knowledge, benevolence, reliability, and ethical responsibility in its role as a Ml therapist,
and this myriad of human- and machine-related factors makes it increasingly conducive to perceived failure or
error if one of these qualities falters. Complications also arise when the procedural logic of the chatbot comes
into conflict with the anti-procedural logic of MI [13][14]

3.3 Clinical Context

As shown in Table 1, the bot aligns with environment-related trust factors as it is programmed to create a trusting
environment for clients through its ability to hold a pleasurable (and operationally consistent) conversation [1][2].
However, without the physical context of a clinic or the expert authority of a human, the clients may not develop
the same institutional trust they would in an embodied, face-to-face interaction. Institutions provide authority
and structural assurance to back up a person’s individual qualities; the bot’s authority, disembodied from
physical space and professional designation, is not ‘backed up’ in the same way human facilitators may be
[12][19]. However, this does not mean that the bot is devoid of institutional entanglements. It is a digital product
produced by CAMH, GPT-3 developers, and the Internet; it is as much beholden to the moral imperatives of Ml
as it is to the institutions that have invested in programming and developing it.

3.4 Human Experience

The smoking cessation chatbot has a non-human ontological status, lacking the personal motivations that colour
typical client-therapist relationships. Because GPT-3 and Al technologies as whole currently lack the capacity
for human empathy and intuition, there is a marked difference of embodied experience between conversing
with a human therapist and a well-trained machine. This absence of human motivation proves an oft-considered
hurdle in the chatbot’'s capacity to perform clinical interventions using MI [20]. This complication places the
chatbot in a liminal space between the interpersonal and partner-related trust typologies in Table 1 as the patient
must place trust in the chatbot’'s goodwill and benevolence, as well as technical reliability and predictability.
Conversely, the non-positionality of the bot may provide an advantage in the CAMH study due to its lack of bias
and judgment, which may appeal to patients due to the entrenched social stigmas that surround smokers.

4 CONCLUSION

The field of HCI has often proposed the development of chatbots and other autonomous agents to address high
patient demand and low institutional resources for therapy and other forms of one-on-one healthcare support
[21]. This paper has posed that traditional taxonomies of trust for both human-human and human-machine
relationships are problematized by such new artificially intelligent systems, which are designed to adopt
vocations long considered the sole domain of human experts. In the case of the smoking cessation chatbot,
questions of predictability, expert knowledge, clinical context, and human experience will need to be addressed



to ensure both its success as a motivational interviewer and its widespread adoption as it enters real world

contexts. Although this paper stops short from presenting a hybrid taxonomy of trust to accommodate this novel
form of automation, the identification of shared and conflicting attributes between current models of trust is
intended to provide a foundation for the development of such rubrics beyond the confines of the CAMH pilot
study.
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A APPENDICES

A1 Table1

Human-Human Trust
McKnight & Chervany

Human-Computer Trust
Schaefer et al.

Shared Attributes

Definition

Dispositional Trust

The general propensity for an individual to
be willing to depend on others across a
broad spectrum of situations. Refers to
people in general rather than specific
people.

Interpersonal Trust

The willingness for one individual to
depend on another individual with a
feeling of relative security. This human-to-
human trust is determined through
evaluating an individual’s predictability,
competence, goodwill and benevolence.

Institutional Trust

The belief that favourable conditions are
in place that are conducive to situational
success in an endeavour. Refers to formal
structures and not the individual people
involved.

Human-Related Factors

The general propensity for an individual to be
willing to depend on an automaton. This

propensity is determined by an individual’s traits,

states, cognitive and emotive factors.

Partner-Related Factors

The willingness for one individual to depend on
an automaton with a feeling of relative security.
This human-to-robot trust is determined through

machine characteristics such as design

affordances and longitudinal technical capabilities

such as reliability and predictability.

Environment-Related Factors

The belief that automation can enter an existing
team or environment in a favourable and risk-free
way. Also refers to the broader social and cultural

implications of automaton beyond immediate
human-to-machine interactions

A general focus on human
factors that predispose an
individual towards the act of
trusting.

Attribution to the philosophical
and demographic traits beyond
individual interactions (faith in
humanity and confidence in
automation).

A general focus on partner-
related characteristics and
expectations.

Attribution to the importance of
presentation and performance
over time, leading to forecasting
of trust (subjective probability and
reliability/errors).

A general focus on the context of
interaction beyond the task-at-
hand.

Attribution to the larger power
dynamics at play beyond the
human and partner (situational
normality and team composition).

Dispositional trust is anchored by the idea of
benevolence. An individual appraises the
general of others and develops strategies for
trusting people based on this appraisal.

Human-related factors omit the idea of
benevolence, owing to the machine’s lack
of agency. Instead, emphasis is placed on
the individual's capacity to embrace the
machine in a comfortable, stress-free, and
satisfying manner.

Collapses of interpersonal trust are
attributed to shortcomings in the integrity or
good faith of an individual. While
competency is a factor, it is tied more to
authority in and control of a situation.

Collapses of partner-related factors occur
when machine operations are unreliable or
unpredictable or when design affordances
denote these traits. Partner-related factors
are related to quantifiable competency over
time.

Institutional trust is largely predicated on
faith in structures, situations, and roles that
serve a protective function in society.

In environmental-related factors, there is
little presumption that machines will abide
by these structures. Instead, attention is
paid to managing anxieties regarding social
cohesion, well-being, safety, and security
on the interaction level as automation
inevitably rearranges these institutions.



