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ABSTRACT

AI-powered chatbots hold unique promise for mental health support in that they can be easily accessible and seen as non-judgmental allies. However, prior research has identified problems with current mental health chatbots that nearly outweigh the potential benefits: they are addictive, do not provide sufficient emotional support, and even keep users from facing their problems in reality. This paper presents the hypothesis that narrative intelligence is an essential component for a future AI chatbot for mental health. A prototype was built to help explore this possibility that allows users to converse with a chatbot storyteller and receive support in the context of a separate “narrative world”. We consider preliminary feedback from users about engaging with the prototype and describe lessons learned for future work.
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1 INTRODUCTION

While extensive research has yet to be conducted in the area of chatbots for mental health, prior work has discussed their potential for providing inexpensive and accessible support [11, 16]. Recent work has called for chatbots in mental health to have “memories” of their conversations, thus enhancing the storytelling power of the chatbot in supporting mental health even without complex AI [13]. Adding further storytelling capabilities to an AI-powered chatbot for mental health has not been adequately explored. While some chatbots have been designed with the idea of presenting stories in mind, they have ultimately shown to have been lacking in narrative intelligence, leading to confused and irritated users as a result [3, 9].

In this paper, we will explore the limitations of existing chatbots and tools for mental health. Design details of a prototype for a mental health chatbot in the context of a narrative experience will be presented as inspired by the gaps in current work. We posit that future chatbots could rely on narrative intelligence techniques to help engage users just enough while overcoming existing barriers such as limited emotional support and chatbot addiction. In order to gather insights for future work in this area, a pilot study was conducted in which users provided feedback through interacting with the prototype. These preliminary results are limited in that participants were members of the general population as recruited by convenience sample and not necessarily in need of mental health support. Nonetheless, the results appear to reveal key lessons in designing chatbots with narrative intelligence for mental health.

2 CHATBOTS IN MENTAL HEALTH SUPPORT

Various existing chatbots for mental health have generally proven to be highly engaging for users and able to dispense helpful information. However, they have been found to be limited because they lack variability in their responses, are unable to comprehend user responses in some cases, and do not display intelligence overall [4, 10, 13].

Future chatbots must be designed with more robust and sophisticated AI components, but there are additional troubling aspects that must be addressed. Broadly, current applications for mental health do not necessarily align with user expectations and needs, even if they are engaging or addictive. Prior work has indicated that such apps may not emotionally support users when they need comfort to reduce symptoms of a mental health disorder. Additionally, past research has also indicated that digital interventions for mental health may discourage face-to-face interactions as well as distract users from real-life problems [8].

Although it is beneficial to provide easy access to support when users are in need, some researchers have expressed concern about users becoming over-reliant on constant support from a chatbot specifically [12]. The fear is that the constant presence of a chatbot (or similar system) without some kind of limit - or at least encouragement to help users recognize when to stop - could worsen addictive behaviors. This was echoed by users when speaking generally of mental health apps; they found themselves addicted to using such apps despite the fact that they didn’t feel better as a result, and also despite the fact that as a consequence their social life in reality suffered [8].

Individuals requiring mental health support often are reluctant to provide honest information as it relates to their care. However, they are generally more inclined to disclose truthful information with a chatbot when they believe it is not operated by a human [15].
This potentially suggests that a chatbot could serve as a low-cost, intermediate step in mental health care [14]. At the same time, the fact that a user would essentially extend more trust to a chatbot than a human in some cases presents privacy, safety, and ethical concerns [21]. While we will discuss some of our design decisions with these aspects in mind, we will not focus the thesis of this paper on these concerns as they deserve full papers in their own right. Instead, we direct designers to engage with discussions in related fields (e.g., [7]).

In this work, we will focus on the question of whether implementing elements of narrative intelligence in a future mental health chatbot might feasibly foster engagement while providing adequate emotional support, preventing addiction, and reducing isolation. To gather insights about how users would react to a chatbot within a narrative context, a prototype of an online interactive narrative experience (Betwixt) was developed using the Ink narrative scripting language. The following sections will discuss the design decisions for this system as they relate to prior work.

3 MODELING A CHATBOT STORYTELLER FOR MENTAL HEALTH SUPPORT

3.1 Providing Emotional Support

When interacting with the prototype, the user is made aware that they will be interacting with a chatbot from the beginning to align with safety recommendations [12]. The chatbot is presented to the user in an abstract way - simply a voice that listens - and the user is able to define who it is for themselves. It is explained to the user that anything they type, as well as the choices they select, are only stored locally for the purposes of the narrative experience and not viewed or retained by the developers in any way. These design choices were meant to help provide the user with a transparent and trustworthy virtual ally that can provide intermediate, non-judgemental support.

During the experience, the user is able to hear sounds related to the narrative. These sounds are meant to connect the user with the story, as well as provide emotional regulation and support [20]. In a future iteration, these sounds are expected to be generated and controlled by the AI storyteller. However, for the purposes of this initial study, the sounds were manually embedded.

Similarly, a chatbot with a fully-developed ability to independently understand and generate narrative structures is expected to have a greater capacity to provide emotional support to users than existing chatbots. A true mastery of narrative understanding is the fact that a user would essentially extend more trust to a chatbot than a human in some cases presents privacy, safety, and ethical concerns [21]. While we will discuss some of our design decisions with these aspects in mind, we will not focus the thesis of this paper on these concerns as they deserve full papers in their own right. Instead, we direct designers to engage with discussions in related fields (e.g., [7]).

3.2 Fostering Sufficient Engagement

Each conversation with the user is carefully paced, and the chatbot does not reveal everything about itself or the story to the user immediately. In so doing, the chatbot can foster engagement by way of mystery and suspense. This minimum level of engagement was deemed necessary to keep the user focused on trying new strategies and focused on receiving support, as opposed to being sidetracked by busy thoughts, worries, or other distractions that would lead to poor health outcomes.

3.3 Preventing Addiction and Reducing Isolation

The chatbot’s conversation is expressed within the context of a narrative dream, similar to a book chapter, with a clear beginning and resolution. A natural stopping place for the user occurs when a dream reaches a satisfying ending state. These smaller bites of story rather than constant conversation are meant to encourage self-resilience and help users discern when they should take a break. Further, it is hypothesized that these narrative bites will encourage users to engage with the real world again once they have conversed with the AI, and identified or practiced strategies they can use in the real world. For the purposes of assessing this initial idea, narrative transitions are encoded manually. However, future AI systems are expected to be able to establish this pacing and storypoint generation based on the current state-of-the-art in interactive storytelling [17].

3.4 Helping the User Master Two Worlds

The story arc of the narrative dream also serves a second purpose: transitioning the user into a separate, in-between mental space. Text describes the transition in and out of the space and is presented at a deliberately slow pace in line with hypnotherapy techniques [1]. These design decisions are meant to not only provide additional emotional support to the user and reduce stress in the moment, but to help the user more easily differentiate between the narrative world with the chatbot and the real world. It is hypothesized that by making these two “worlds” more distinct in the users’ mind, it will be easier for users to recall strategies within the chatbot experience and apply them in real life contexts. Using storytelling for learning transfer has been demonstrated before in educational contexts (e.g. [19]), but not yet effectively via chatbots for mental health [9].

4 METHOD

To gain preliminary feedback on the narrative chatbot (accessible through an app named Betwixt), 300 individuals were recruited via convenience sampling through a call to action on an online discussion board to participate in the study. Participants were asked to navigate through four narrative dreams, with prompts to provide feedback after Dream 2, as well as after Dream 4.

4.1 Feedback Questions

After Dream 2, participants were asked:

(1) How engaging is Betwixt so far? (Very engaging, Engaging, So-so, Not engaging)
(2) What is the best part about Betwixt, and why?
(3) What would improve Betwixt?

After Dream 4, participants were asked questions about the following:

(1) What is a summary of the overall Betwixt experience?
(2) Does Betwixt have the potential to teach, help, or enable people to do better? If so, in what way?
(3) On a scale of 0-10, how likely is it that Betwixt might be recommended to relevant friends?
5 PRELIMINARY RESULTS

Of the 300 participants, 85 participants opted to provide feedback. 46 provided feedback only after Dream 2, 35 provided feedback after Dream 2 and Dream 4, and 4 only provided feedback after Dream 4 (but not after Dream 2).

5.1 Engagement Ratings

81 participants provided engagement ratings after Dream 2. Of the 46 who only provided Dream 2 feedback, 7 selected "So-so", 12 selected "Engaging", and 26 selected "Very Engaging". Of the 35 participants who continued on to Dream 4, 1 indicated their response was "Engaging/So-so", 15 chose "Engaging", and 19 chose "Very Engaging". Overall, 72 out of 85 participants (84.7%) rated the experience as either "Engaging" or "Very Engaging".

5.2 Quantitative Net Promoter Score

The net promoter score (NPS) was obtained based on the answer to the third prompt in the post-Dream 4 question set. Of the 35 participants who completed the Dream 4 feedback questions, 2 declined to answer, 3 were classified as detractors (score from 0-6), 10 as passives (score from 7-8), and 20 as promoters (score from 9-10). The NPS was calculated as 48.57% by subtracting the percentage of detractors (8.57%) from the percentage of promoters (57.14%).

5.3 Open-ended Feedback

An inductive coding process was followed when analyzing the responses for Prompt 1 of the Dream 4 question set. The following major codes were used to characterize responses: enjoyment (found the experience pleasurable), engagement (found the experience intriguing and wanted to continue), beneficial change (found the experience to be helpful in finding insight and promoting a change in self), and separate world/state (noting that the dream experience felt separate from reality in some way). The most common theme was enjoyment (19/35), followed by engagement (9/35), beneficial change (8/35), and separate world (3/35). Only 2/35 comments of negative sentiment were identified: one classifying the experience as "good but short", and another that noted it was enjoyable but somewhat predictable. Participants also noted in their response that the experience could be beneficial for users requiring general mental health (9/35, not including the following categories), anxiety (3/35), and attention-deficit/hyperactivity disorder (2/35) support.

6 LESSONS LEARNED TOWARD AI-POWERED CHATBOT STORYTELLERS FOR MENTAL HEALTH

Based on the results of the initial study, the following lessons were identified to direct future work in this area:

(1) The importance of two worlds, and the space between: Users appeared to appreciate a transition (via music and slow, timed pacing) into a separate, "in-between" mental space. Many also noted that they did not complete the experience in one sitting, and felt encouraged by the interface to come back to the experience after some time. One user remarked that the experience felt like an intermediate step for those with social anxiety. They described the conversation as helpful due to speaking with a "non-judgemental" narrator that would not be "burdened", and stated that the experience overall was a step toward opening up and speaking more with real people. Broadly, participants indicated that using the app could help patients with a variety of mental health conditions make progress. An AI chatbot that is capable of providing a story contextualized within a separate mental space and bearing a clear resolution may encourage users not to engage with a mental health chatbot for hours on end. Instead, results suggest that such an experience may encourage users to speak with the chatbot for only a short period of time, and then - by way of the story’s ending - implicitly encourage users to return to the "real world" to connect with others, apply newly-learned strategies during difficult situations, and build self-resilience. A well-designed AI chatbot of the future should be able to help provide users with skills and confidence to strengthen this return.

(2) Pacing and interactive prompt attributes may be tied to effectiveness: Participants praised the fact that the experience was designed to help users "stop, think and feel" as they spoke with the chatbot. While more research is needed to determine what elicited these descriptions, it is possible that the gentle pace of the story combined with the interactive prompts tied to narrative descriptions of the space helped the experience feel immersive and grounding. Future work should thoroughly examine and compare how AI-powered chatbots can develop these kinds of narrative descriptions and interactions smoothly.

(3) Mystery keeps users focused on the support experience "just enough": Open-ended feedback suggested that the mystery of the presented narrative and waiting for what the chatbot would say next appeared to engage users, keeping them in suspense and focused on the presented strategies. While the elements of mystery were manually encoded for the purposes of the pilot study, future work should seek to incorporate and assess AI-generated suspense and mystery elements within the context of a mental health chatbot narrative experience. This is believed to be feasible due to an already blossoming field of computational models for narrative and suspense [5, 6, 18].

(4) Surprising continual story generation as a next step: Users pointed to predictability and a short length of the overall experience (4 dreams) as negative factors. These results suggest that a future AI with even more sophisticated narrative intelligence, including the capability of building its own surprising stories with less of a need for manual authoring, would improve this type of experience. Future work should explore how models of narrative generation and surprise (e.g. [2]) might be applied or transformed within the context of mental health support. An HCI, field-focused approach will be important to gain further insights from users specifically relevant to in-the-wild challenges.

It is expected that the design implications from this pilot study will be used to expand on the prototype presented here in future work. Overall, results suggest that research integrating narrative intelligence with a mental health chatbot interface holds promise
for training and emotionally supporting users while helping them stay connected with real life.
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